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1 Markov Property of Brownian Motion

1.1 Proof of the Markov property of Brownian motion

We want to prove the following.

Lemma 1.1 (Markov property of Brownian motion). Let Y : C(R) → [−M,M ] be a
functional, and let θs be the shift by s. Then

Ex[Y ◦ θs | F+
s ] = EB(s)[Y ].

Recall the following lemma:

Theorem 1.1 (Monotone class argument). Let A be a π-system, and let H be a collection
of functions that satisfies:

1. If A ∈ A, then 1A ∈ H.

2. If f, g ∈ H, then f + g ∈ H.

3. If fn ↑ f with 0 ≤ fn ∈ H, then f ∈ H.

Then H has all bounded measurable functions with respect to σ(A).

Now on to the proof of the Markov property.

Proof. We need to show that for any A ∈ F+
s and for any Y , E[1A(Y ◦θs)] = E[1A EB(s)[Y ]].

By the monotone class argument, we only need to prove this for Y s of the form Y =∏n
k=1 fk(B(tk)); here, A is the algebra generated by the B(t)s. Then

Y ◦ θs(B(·)) =

n∏
k=1

fk(B(tk + s)).

The point of this trick now is that the difference between F0
s and F+

s doesn’t matter
because there is a gap between s and s+ t1.
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For this Y , let’s prove that that the result holds for any A ∈ F0
S+δ with δ ≤ t1/2. So

we want to show that
E[Y ◦ θs | F0

s+δ] = ϕYB(s+δ)

for some ϕ. We only need to show that this holds for A ∈ Aδ, where Aδ = {
⋂n
k=1{B(ak) ∈

Rk} : ak ∈ [0, s+ δ], Rk is Borel}, because σ(Aδ) = F0
s+δ. So we can calculate

E[1A(Y ◦ θs)] = E

[
n∏
k=1

1{B(ak)∈Rk} ·
n∏
k=1

fk(B(tk + s))]

]

=

∫
R1

pa1(0, â1) dâ1

∫
R2

pa2−a1(â1, â2) dâ2 · · ·
∫
Rn

pan−an−1(ân−1, ân) dân

·
∫
R
ps+δ−an(ân, ξ) dξ

∫
R
pt−δ(ξ, t̂1)f1(t̂1) dt1 ·

∫
R
pt2−t1(t̂1, t̂2)f2(t̂2) dt̂2

· · ·
∫
R
ptm−tm−1(t̂m−1, t̂m)fm(t̂m)dt̂m,

where pt(x, y) is the pdf of a N(0, t) random variable, pt(x, y) = 1√
2πt
e−|y−x|

2/2t. These

integrals should be nested (evaluate them in reverse order).

= E[1Aϕ
Y
s+δ],

where ϕYs+δ ∈ F0
s+δ. In particular, this depends only on B(s+ δ). If we send δ ↓ 0, this ϕ

has a limit. This limit is exactly ϕY (Bs) = EB(s)[Y ].

1.2 Events at 0 and ∞ are trivial

Corollary 1.1. F+
0 is trivial.

Proof. F+
0 agrees with F0

0 mod null sets, but F0
0 is trivial.

Corollary 1.2. Events depending on B(t) as t→∞ are trivial.

Proof. Define Y (t) = tB(1/t). Then Y (t) is a Brownian motion because they are both
have finite dimensional distributions which are Gaussian vectors that agree. But events
with t→∞ are the same as events for B(s) with s ↓ 0. These are trivial.
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